
.. . .EEP THIS COPY FOR REPRODUCTION PURPOSES

AD-A256 964 )N PAGE For 4p@rove q.. o0OMB No 0704_08

coliect¢c 31e on of mnformatiom sernd comments feglarolfn tp,5Iaee ,ae• r••*(r•Do f•*
Co~tCTCI lfli~ III lii ~ e'nonr.agf rogts buce ei~mt ýr ar% :t', .,oe:t ý_ t.

Oa..~% ¢ . 11111 11111 e 11,1q1On Heaciadarters Sowces. ODre 'torate for informatio• Ooeratro ' and e <ocns. t2 er-
,, ,ert and udge! P"'Orwor" FteuCt IOn Prof -((07 04.018) * asn-m9t On C-C 205C3

1. AGgrcm., VC %LLT (Leave idank) 12. REPORT DATE 3. REPORT TYPE AND DATES COVERED

4 September 92 Final 16 May 89-15 May 92
4. TITLE AND SUBTITLE S. FUNDING NUMBERS

Studies in Estimation Theory, Applications and
Implementation DAALO3-89-K-0109

6. AUTHOR(S) -

Thomas Kailath -

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) - 8. PERFORMING ORGANIZATION
REPORT NUMBER

Stanford Un-iiersity
Stanford, CA 94305

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING
AGENCY REPORT NUMBER

U. S. Army Research Office

P. 0. Box 12211
Research Triangle Park, NC 27709-2211 ARO 26736.36-MA

11. SUPPLEMENTARY NOTES

The view, opinions and/or findings contained in this report are those of the
author(s) and should not be construed as an official Department of the Army
position, policy, or decision, unless so designated by other documentation.

12a. DISTRIBUTION/ AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE

Approved for public release; distribution unlimited.

1'12 A•TRAr'T (MaA•imum200 words)

The major problem for the present contract period was to extend fast algorithms

based on displacement structure to matrices with zero minors - the socalled
singular case. Almost all the literature, of about a hundred years, deals with
the socalled regular or nonsingular cases, with particular success in the case

li•l I of Hankel and Hankel-related matrices. These results are related to the now
N) ' wellknown Berlekamp-Massey algorithm (for solving Hankel linear equations).

For Toeplitz and Toeplitz-related matrices, there were only some partial and rather
complicated solutions. In the Ph.D. research of D. Pal a complete and elegant

(.0 ~Z solution is given to this problem for the case of Toeplitz and quasi-Toeplitz

matrices. While not as general as one would have liked, the latter class of
matrices allowed one to get the first general solution to the much-studied
stability and root-distribution problems for discrete-time systems. Additional
results appear in the list of publications in the appendix.

14. SUBJECT TERMS 15. NUMBER OF PAGES

Estimation Theory, Fast Algorithms, Hankel Matrices,
Toeplitz Matrices, Displacement Structures 16. PRICE CODE

17. SECURITY CLASSIFICATION | 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT

OF REPORTI OF THIS PAGE OF ABSTRACT

UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED UL
NSN 7540-01-280-5500 Stanrdara Form 298 (Rev 2-89)

°"'.cr,oeo O, ANSI %to 139_t S



Studies in Estimation Theory, Applications and

Implementation

Final Report

by

Professor Thomas Kailath
Information Systems Laboratory

Department of Electrical Engineering
Stanford University

Stanford, CA 94305-4055 -_ _,_ ___

May 15, 1992

U.S. Army Research Office

26736-MA
Contract DAAL03-89-K-0109 -

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED



THE VIEW, OPINIONS, AND/OR FINDINGS CONTAINED IN THIS
REPORT ARE THOSE OF THE AUTHOR AND SHOULD NOT BE

CONSTRUCTED AS AN OFFICIAL DEPARTMENT OF THE ARMY
POSITION, POLICY, OR DECISION, UNLESS SO DESIGNATED BY

OTHER DOCUMENTATION.



This is the final report on ARO Contract DAAL-89-K-0109, May 16, 1989 - May

15, 1992.

A substantial amount of work was accomplished during the contract period, as may

be seen from the list of publications in the Appendix. Of course, because of the various

delays and lags in the publications process, several of the papers relate to work initiated

and or completed in earlier contract periods.

The major problem posed in our research proposal for the present contract period

was to extend fast algorithms based on displacement structure to matrices with zero

minors - the socalled singular case. Almost all the literature, of about a hundred years,

deals with the socalled regular or nonsingular cases, with particular success in the case

of Hankel and Hankel-related matrices. These results are related to the now wellknown

Berlekamp-Massey algorithm (for solving Hankel linear equations).

For Toeplitz and Toeplitz-related matrices, there were only some partial and rather

complicated solutions. In the Ph.D. research of D. Pal we have given a complete and

elegant solution to this problem for the case of Toeplitz and quasi-Toeplitz matrices.

While not as general as we would have liked, the latter class of matrices allowed us to

get the first general solution to the much-studied stability and root-distribution problems

for discrete-time systems. A paper on this last result has been accepted by the IEEE

Transactions on Automatic Control, while a paper on the underlying mathematics has

been accepted by the SIAM Journal on Matrix Analysis. These researches spurred

related studies on stability and root distribution problems, with a long paper giving a

unified approach to half-plane (or continuous-time system) and unit disc (discrete-time

system) problems appearing in the February 1991 issue of the IEEE Transactions on

Circuits and Systems. In that paper, we had studied only the regular (or nonsingular)

case, but were able to show that specializing our earlier general fast algorithms for

matrices with displacement structure allowed us to get a natural approach unifying the

Classical Routh-Hurwitz half-plane tests and the classical Schur-Cohn unit disc tests.

Furthermore it showed that these were only two of a whole family of different-looking,

but computationally equivalent tests. We also obtained a framework for classifying all

possible tests, thus for example including some recent tests of Lepschy et al. (1988). In

Pal's thesis we used our extension of the displacement structure theory to handle the

singular cases of the stability/root distribution problem.

Apart from the above major effort on the main problem put forward in our proposal,

we continued to build upon work in earlier periods, especially extending the techniques



of Chun (Ph.D. thesis, June 1989) to apply to other classes of problems. In particular,

Pal used these ideas to find new ways of solving linear equations with singular Toeplitz

and quasi-Toeplitz matrices. This work has been submitted for publication. Recently

with another student, A. Sayed, the ideas have been applied to the currently much

studied QR adaptive filtering algorithm. We have thus obtained a new computational

array for updating the weight vector in the adaptive algorithm, impoving on the much-

cited McWhirter array (see, e.g. the textbook of S. Haykin, Adaptive Filter Theory, 2nd

edition, Prentice-Hall 1991).

In a related effort, we made some connections with the Ph.D. studies of M. Genos-

sar on the time-frequency analysis of nonstationary processes. A particularly important

subclass of such processes are the cyclostationary processes, whose covariance matri-

ces have a particular kind of block-Toeplitz structure. In the course of studying such

processes, we made a complete analysis of the statistical estimation procedure for the

socalled cyclic autocorrelation (or autocovariance) matrix of such processes. We have

extended the earlier work of Hurd and Gardner on this problem; a paper on our results

is to appear in the IEEE Transactions on Information Theory.

Our other major effort has been on fast algorithms for subspace computation in the

new high resolution sensor-array processing algorithms such as MUSIC, ESPRIT and

WSF. In the thesis work of G. Xu a new socalled FSD (Fast subspace decomposition)

algorithm was developed for this purpose. This led us to see how the ideas of displace-

ment structure could be used to further speed up the FSD computations. Some papers

on these results - and their connections to certain classes of eigenvalue and singular

value problems - are under review.

Finally we may mention that during the present contract period, we worked on

revising and resubmitting papers submitted in earlier periods. The publications list

shows that this has been a major activity. Among several interesting papers, we may

make mention of some papers coauthored by a previous postdoctoral scholar, A. Dembo

(see [5],[6],[13],[17] in the list of publications) and work on regular iterative arrays for

VLSI design (see [4],[9],[12],[21]).

The Ph.D. dissertations completed in this period were those of D. Pal (May 1990).

G. Xu (Sept. 1991), and M. Genossar (April 1992); abstracts are appended to this report.
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[36] D. Pal and T. Kailath, Fast Triangular Factorization and Inversion of Hankel and Related
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D. Pal, Fast Algorithts for Structured Matrices wi-h Arbitrary Pank Prof ile,
Ph.D. Dissertation, Stanford Unirersity, May IQAO.

Abstract

Triangular factorization, solution to linear equations, inversion, computation of rank profile

and inertia (in the Hermitian case) etc. of general n x n matrices require 0(n 3 ) operations.

For certain structured matrices including Toeplitz and Hankel matrices the computational

complexity is known to be O(n 2) or better. These structured matrices often arise in a
wide variety of areas including Signal processing, Systems theory and Communications.

Fast (i.e. O(n 2)) algorithms for these structured matrices have been actively studied for

over twenty five years. However almost all the authors have assumed that the underlying

matrices are strongly regular i.e. every principal submatrix is nonsingular. Although some

fast algorithms have recently been developed for certain problems involving some of these

structured matrices which may have one or more zero minors, several other problems remain

unresolved; also a unified approach towards these problems is lacking. In this dissertation,

we obtain several new results through a unified approach to the problems mentioned earlier.

First we derive fast (i.e. O(n 2)) procedures for computing a "modified" triangular fac-

torization which is a LDU factorization where L is lower triangular (resp. U is upper

triangular) with unit diagonal entries and D is a block diagonal matrix with possibly vary-

ing block sizes. Only strongly nonsingular matrices will always have a purely diagonal

nonsingular D matrix. For the matrices we study the diagonal blocks are also structured:

in particular they are Hankel (resp. Quasi-Toeplitz) for Hankel (resp. Toeplitz) and Quasi-

Hankel (resp. Quaui-Toeplitz) matrices.

A particular application of our result is a fast method of computing rank profile and

inertia, leading to alternative proofs of certain results due to Iohvidov (1974) on ran.k ) rolile



and inertia of Hankel and Toeplitz matrices.

Next using the results on modified triangular factorization we extended the Schur com-

plement based approach of Chun [Chu89] for inversion of strongly regular Toephitz and

Hankel matrices to Hermitian Toeplitz, Quasi-Toeplitz, Hankel, and Quasi-Hankel matrices

with arbitrary rank profile.

We apply our procedures for computing inertia to derive 0(n 2) procedures for comput-

ing root distribution of an n-th order polynomial with respect to the unit circle and the

imaginary axis. In particular it has been possible to derive the first general recursive pro-

cedure for determining the root-distribution of a polynomial with respect to the unit circle:

the classical Schur-Cohn test for this problem fails in the presence of certain "singularities,"

which correspond to a Quasi-Toeplitz Bezoutian matrix being non-strongly-regular.



.. Xu, Fast Subspace Deco.ip)sitjon awi its Applications, Ph.D. -sserat-on,
9tanford Uniersity, Sept-n'er 19%o.

Abstract

N THE AREA OF DETECTION AND ESTIMATION, there is a class of so-

called signal subspace algorithms that has various applications in mobile/cellular
communications, target tracking and signal estimation, system identification, ARMA

modeling, adaptive filtering. Though signal subspace algorithms have been shown

to perform significantly better than the traditional least-squares methods, most of

them have been used only for off-line analyses instead of being realized on-line. The

main reason is that they all incorporate the common key step of estimating the signal

subspace, called signal subspace decomposition, which is conventionally achieved by

computationally intensive eigendecomposition (ED) or singular value decomposition

(SVD). The ED or SVD of an MxM matrix requires at least O(M 3 ) multiplications

which is quite significant for large M. Also in many of its more stable instantiations.

the ED (or SVD) involve global communication and significant amounts of local stor-

age, properties that make VLSI parallel implementation difficult. Therefore, the ED

(or SVD) represents a significant barrier that prevents on-line realizations. Orders

of magnitude computational reduction of signal subspace decomposition may lead to

real-time application of various signal subspace algorithms and thus result in signifi-

cant progress in the fields of signal processing and communications, among others.

In this thesis, we present a class of Fast Subspace Decomposition (FSD) algo-

rithms by exploiting the matrix structure associated with signal subspace algorithms.

The new FSD techniques, based on the well-known Lanczos algorithm for tridiago-

nalization, require only O(M 2 d) multiplications for an M x Al matrix, where d is the

dimension of the signal subspace. In the aforementioned applications, AI is usually



much larger than d and FSD achieves an order of magnitude reduction in computa-

tional complexity. If the matrix under consideration has additional structure common

in signal processing and communications, e.g., Toeplitz and Hankel, FSD can exploit

such structures and achieve another order computational reducton. New detection

schemes for estimating d are also presented and can be carried out in the process

of signal subspace decomposition. More importantly, the FSD approach can be eas-

ily implemented in parallel using simple array processors, and the computation time

can be reduced further to O(Md) or O(log Md) using O(M) or O(M 2 ) multipliers,

respectively.

This thesis also presents some new results in numerical linear algebra, based on

which the FSD is derived. In particular, a new error estimate of the Rayleigh-Ritz

approximation, a key step of the Lanczos algorithm, is derived; this error estimate is

much tighter than the well-known Kaniel and Saad bounds for the matrix of inter-

est. Combining these new results with the theory of multivariate statistical analysis,

enables a rigorous performance analysis of the FSD approach. Unlike many fast algo-

rithms that trade performance for speed, the performance analysis shows that FSD

has the same asymptotic performance as its more costly counterparts, ED and SVD.

and that the new detection schemes are strongly consistent.



M. Genossar, Spectral Characterizations of Noonstationary Processes,
Ph.D. Dissertation, Stanford Uniwerst-y, Apnr4 1O0?

Abstract

Nonstationary random processes are encountered in many fields. Various approaches
have been suggested for defining spectra for nonstationary processes. Among them
are the short time Fourier transform, the Wigner-Ville distribution, the asymptotic
spectrum, the cyclic autocorrelation, the cyclic spectrum and Loive's harmonizable
representation.

This dissertation is concerned with modeling, characterizing and estimating spec-
tra for nonstationary discrete-time processes, in a probabilistic framework. Our focus
is on persistent processes, and within those we are particularly interested in processes
4hat contain some periodic structure.

First we develop the probabilistic theory for nonstationary processes in the har-
monizable framework, which is based on a bivariate Fourier transform. We discuss
the properties of various nonstationary processes in this framework, and show how
other spectral representations of nonstationary processes (the Wigner-Ville distribu-
tion, the cyclic autocorrelation and the cyclic spectrum) fit into this framework. We

classify processes according to their spectral support, and discuss decomposition of
the bivariate spectral measure.

Next we present a statistical analysis of an estimator of the cyclic autocorrelation
for nonstationary Gaussian processes. We derive new necessary and sufficient condi-
tions for consistency in mean square of the estimator, and discuss rate of convergence
of the estimator.

Finally we consider models and spectral relations for cyclostationary processes.
Gladyshev has suggested a correspondence between cyclostationary processes and



multichannel stationary processes. For this correspondence we derive relations be-

tween the spectral representations of the cyclostationary process and of the multi-

channel stationary process. This provides ties between the theory of multichannel

stationary processes and the theory of cyclostationary processes. Periodic autore-

gressive and periodic autoregressive moving-average models are sometimes used to

model cyclostationary processes. We derive relations between the parameters of such

models and the cyclic spectrun of the cyclostationary process. These relations can

be used for parametric estimation of the spectrum of cyclostationary processes.


